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Subject description (two pages maximum) 
 

Context & motivations 

Internet and digital technologies have led to the continuous generation of large amounts of data of all 

kinds (statistical indicators on different domains, multimedia data, document digitization, etc.). While 

the processing of this data has become a priority, particularly through data mining, many problems 

remain unsolved. In particular, the supervised classification tools used to identify patterns or elements 

in these data streams are based primarily on standard learning methods. These ones are limited in this 

context because they often require some a priori knowledge that makes these systems relatively rigid, 

static and therefore unable to evolve over time. It is only very recently that research has focused on the 

development of truly dynamic recognition systems with lifelong abilities. But, due to the complexity of 

the task, many scientific obstacles remain. This is particularly the case if we consider the evolution of 

concepts to identify and their interdependencies (concepts that are likely to change, di sappear, merge 

or divide, etc.) but also and especially if we consider the description space of concepts that often 

remains fixed and common to all concepts. 

Goals of the PhD thesis 

In this thesis, we wish to continue work initiated in the laboratory on the learning of dynamic systems 

dedicated to supervised classification of data whose underlying concepts are evolving over the time. In 

particular, very little work has been done to change the description space of the data. While it is 

commonly accepted that concepts are likely to change over time for many problems, high recognition 

rates can only be preserved over the time if the description space evolves jointly with the concepts.  

In this thesis, three points in particular will be studied. The first will focus on the nature of classifiers 

and algorithms that can absorb such changes in the representation space, without having to perform a 

complete retraining. Next, methods will be developed to automatically detect and change the 

representation space using feature selection and feature combination approaches. Finally, we will study 

under which conditions and in what ways the user can interact to make or guide these modifications, 

while ensuring a good consistency of the decision-making mechanism.  From this point of view, we can 

also try to verify the usability and robustness of our approaches when several users are involved.  

On the experimental level, the theoretical tools will be implemented and validated initially on classical 

benchmarks used by the community. They will also be tested on specific application areas such as 

classification or annotation in a digital document stream, or on data mining problems.  
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