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Subject	description	(two	pages	maximum)	
	
	
Nowadays	there	is	a	lot	of	excitement	around	artificial	intelligence	(AI)	with	other	branches	such	as	
machine	learning	(ML)	and	Deep	Learning.	Deep	Learning	has	a	huge	impact	in	our	lifes.	Applications	of	
Deep	Learning	will	rule	the	world	in	the	near	future:	autonomous	vehicles,	langage	translation,	image	
recongnition,	healthcare,	finance,	and	so	on.	
	
Hyperparameter	automatic	optimization	is	a	big	part	of	Deep	Learning.	The	performance	of	deep	

learning	models	are	highly	dependent	on	the	choice	of	the	hyperparameters. The	automatic	search	for	
the	optimal	values	of	hyperparameters	is	of	crucial	importance	in	practice	and	tedious	task	for	many	
supervised	machine	learning	applications.	Hyperparameters	are	the	variables	which	will	determine	the	
network	structure	(ex.	number	of	Hidden	layers	and	units)	and	the	variables	which	determine	how	the	
network	is	trained	(ex.	learning	rate,	network	weight	initialization,	activation	function,	momentum,	
number	of	epochs,	batch	size).		
	
The	traditional	techniques	to	handle	this	problem	are:	manual	search,	grid	search,	and	random	search.	
The	scientific	challenges	for	this	project	can	be	described	by	the	following	difficulties:	
	

- Size	of	the	search	space:	deep	learning	networks	are	notoriously	difficult	to	set	because	of	the	
huge	number	of	parameters	to	configure.		
	

- Expensive	objective	function:	the	objective	function	of	the	problem	is	a	whole	classification,	
which	is	highly	expensive	to	evaluate.	Hence	Bayesian	optimization	must	be	applied	to	handle	
this	issue.	It	consists	in	using	surrogate	models	(i.e	meta-models,	reduced	models)	such	as	
Gaussian	processes	(i.e	Kriging)	to	approximate	the	objective	function.	

	
In	Bayesian	optimization,	a	surrogate	model	is	first	constructed	using	few	evaluation	of	the	objective	
function.	Then	the	surrogate,	which	is	cheaper	to	optimize	than	the	original	objective,	is	used	to	find	the	
next	solution	to	evaluate	by	applying	a	criterion	to	the	surrogate	(e.g.	Expected	improvement).	Then	the	
surrogate	model	is	improved	according	to	the	new	generated	solutions.	It	differs	from	grid	search	and	
random	search	by	using	past	evaluations	to	select	the	next	solutions	to	evaluate.	
	
	
	
	
The	goal	of	this	project	is	to:	
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- Design	of	a	suitable	surrogate	model	for	the	problem.	We	will	investigate	different	models	such	
as	RBF	(Radial	Basis	Functions),	Random	Forest,	(Deep)	Gaussian	Processes.	
	

- Design	an	efficient	and	robust	metaheuristic	(e.g.	evolutionary)	algorithm	to	finf	the	best	
hyperparameters	of	deep	learning	for	a	given	application.	The	designed	metaheuristic	will	be	
assisted	by	the	surrogate	models.		

	
- Validate	the	proposed	methodology	on	different	applications	such	as	image	classification	and	

using	standard	benchmarks	of	the	literature	such	as	MNIST	and	CIFAR-10.	Some	other	
applications	can	also	be	investigated	such	as	autonomous	and	connected	electrical	vehicles,	
distributed	energy	smart	grids,	smart	agriculture	and	food	systems,	next	generation	weather	
and	climate	prediction,	and	smart	disaster	response.	
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